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Exercise 1. We consider the following situation: we have two uniformly shuffled
decks with 4n cards (n for each of the 4 possible suits). We turn the card of
the two decks one by one (one from each deck at each time) and we count the
number of times you get the same value, but possibly with different suits. We
denote this number as Xn.

1. Note that Xn is distributed as the number of i such that σ(i) ≡ i mod n
in a uniform permutation σ of size 4n.

2. Write Xn as a sum of indicator functions.

3. We recall that factorial moments of sums of indicator variables write
nicely:

E
[(∑

α∈A
Iα

)
r

]
=

∑
α1,...,αr∈A

distinct

E
(
Iα1 . . . Iαr

)
.

Using this result, write the r-th the factorial moment of Xn as:∑
i1,...,ir∈[4n]

distinct

P(σ(i1) ≡ i1 mod n, ..., σ(ir) ≡ ir mod n). (1)

4. Show that

P(σ(i1) ≡ i1 mod n, ..., σ(ir) ≡ ir mod n) ≤ 4r(4n− r)!

(4n)!
.

5. Show that the number of terms in Equation (1) where some ij ’s are con-
gruent to each other is O(nr−1).

6. Conclude that Xn converges to a Poisson random variable of parameter
4.
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Exercise 2. Let X and Y be two real-valued random variables with densities:

fX(x) =
e− log(x)2/2

x
√
2π

1x>0,

fY (x) =
e− log(x)2/2

x
√
2π

(
1 + sin(2π log(x))

)
1x>0.

(Why does this define random variables?)
Show that X and Y have the same moments but distinct distributions.
Hint: compute the r-th moments of X and Y as an integral and do the

change of variables x = log(t+ r).
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